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Abstract. In this paper we extend the well-known combination of forward and backward static analyses in abstract interpretation for the verification of complex temporal properties for transition systems. First, we show that this combination, whose results are often better than those obtained by using both analyses separately, can be used to check simple temporal properties with just one fixpoint. Then we extend this result to more complex temporal properties, including a superset of CTL in the case of non-game properties, and a superset of ATL in the case of game properties.

1 Introduction

Abstract interpretation [4, 7, 9] is a formal method for inferring general properties of a program. When the program is described as a transition system, two kinds of analyses can be done: backward analysis and forward analysis. Forward analysis simulates program computations, whereas backward analysis simulates reverse computations. Both analyses can be combined to obtain much better results, since each analysis may reduce the loss of precision introduced by the other [4]. However, only restricted kinds of properties expressed in the $\mu$-calculus as intersections of properties in the form of $\nu X.(p \land \Box X)$ and $\mu X.(p \lor \Diamond X)$ are used, including for user-provided assertions [2].

More complex temporal properties (such as CTL and ATL [1]) are commonly checked in the model checking approach [3]. In that case, abstractions are commonly used to solve state explosion problems. Anyway, model-checking tools use either backward or forward analyses [12], but usually do not combine them, since one analysis is enough for finite concrete systems, and reversible temporal logics [10] are not used for specifications (forward logics, that use only predecessor operators, are used instead)\(^2\).

In this paper, we show that forward analysis can still be combined with backward analysis in many model-checking temporal specifications. We will study

\(^1\) In fact, the implemented tool [2] can be used to prove the negation of these properties, not these properties.  
\(^2\) It is shown in [10] that state-based abstractions are not complete when checking reversible temporal specifications.
non-game properties (a subset of $\mu$-calculus formulas), and game properties (a subset of $A\mu$ formulas [1]). This combination can lead to better results, especially when using widening and narrowing techniques [4] to deal with infinite abstract lattices.

2 Standard combination of backward and forward analysis

The combination of backward and forward analyses was originally introduced in Cousot’s thesis [4] in order to approximate the intersection of backward and forward transition system collecting semantics. It is widely known and used in abstract interpretation, since it enables to combine information given by abstract backward and forward operators, and thus to reduce the effects of the loss of information due to the abstraction.

In this section we recall the results that justify the correctness of this combination.

2.1 Combination of fixpoints

Lemma 1. Let $P^b(\mathcal{B}^b, \mathcal{L}^b, \top^b, \cap^b, \cup^b)$ and $P^p(\mathcal{B}^p, \mathcal{L}^p, \top^p, \cap^p, \cup^p)$ be complete lattices with a Galois connection $P^b \leftarrow\rightarrow P^p$, $F^b \in P^b \rightarrow P^b$ and $B^b \in P^b \rightarrow P^b$ be two monotonic functions, and let

$$L^b = \text{gfp } \lambda Z. (Z \cap^b F^b(Z) \cap^b B^b(Z))$$

If $F^b \in P^b \rightarrow P^b$ and $B^b \in P^b \rightarrow P^b$ are monotonic and satisfy $\alpha \circ F^b \circ \gamma \subseteq^p F^b$ and $\alpha \circ B^b \circ \gamma \subseteq^p B^b$, then the sequence $(X_n)_{n \in \mathbb{N}}$ defined by $X_0 = \top^p$, $X_{2n+1} = X_{2n} \cap^b F^b(X_{2n})$, and $X_{2n+2} = X_{2n+1} \cap^b B^b(X_{2n+1})$, $\forall n \geq 0$ is such that:

$$\forall n \geq 0, \alpha(L^b) \subseteq^p X_{n+1} \subseteq^p X_n$$

The optimality of this approach has been proved in [8]: it has been shown that $L^b = \text{gfp } \lambda Z. (Z \cap^b F^b(Z) \cap^b B^b(Z))$ is the greatest lower bound of the set $E^b$ defined inductively as:

- $\top^b \in E^b$
- If $Z$ is in $E^b$ then so are $F^b(Z)$ and $B^b(Z)$.
- If $Z_1$ and $Z_2$ are in $E^b$ then so are $Z_1 \cap^b Z_2$ and $Z_1 \cup^b Z_2$.

Therefore, $L^b$ is the best upper approximation of $\alpha(L^b)$ that can be obtained using $F^b$ and $B^b$.

2.2 Standard backward-forward combination

The standard backward-forward combination [4] derives from an application of this lemma to the particular case of backward and forward collecting semantics:
\( F^b, B^b, F^g \) and \( B^\gamma \) are instantiated as follows:

\[
\begin{align*}
F^b &= \lambda Y. \text{lgfp}_1 \lambda X. (Y \triangleright b^b(X)) \\
B^b &= \lambda Y. \text{lgfp}_2 \lambda X. (Y \triangleright b^\gamma(X)) \\
F^g &= \lambda Y. \text{lgfp}_1 \lambda X. (Y \triangleright g^b(X)) \\
B^g &= \lambda Y. \text{lgfp}_2 \lambda X. (Y \triangleright g^\gamma(X))
\end{align*}
\]

where lgfp means either \( \text{fip} \) or \( \text{gfp} \), and \( f^b, g^b \in P^b, f^g, g^\gamma \in P^g \) are monotonic. When \( \alpha \circ f^b \circ \gamma \subseteq f^g \) and \( \alpha \circ b^\gamma \circ \gamma \subseteq g^g \), the conditions of Lemma 1 are satisfied [7].

Now, let \( P^b = \wp(\Sigma) \), \( \Sigma \) a set of states\(^3\) and \( \tau \in \wp(\Sigma \times \Sigma) \) a transition relation. As usual, we define \( \text{pre}, \text{pre}, \text{post}, \text{post} \) as:

\[
\begin{align*}
\text{post}(X) &= \{ s' \mid \exists s : (s, s') \in \tau \land s \in X \} \\
\text{pre}(X) &= \{ s \mid \exists s' : (s, s') \in \tau \land s' \in X \} \\
\text{pre}(X) &= \{ s \mid \forall s' : (s, s') \in \tau \Rightarrow s' \in X \}
\end{align*}
\]

Given \( I, F \subseteq \Sigma \), sets of initial and final states, \( f^b = \lambda X.(I \cup \text{post}(X)) \) and \( b^b = \lambda X.(F \cup \text{pre}(X)) \) (and \( \text{lgfp}_1 = \text{lgfp}_2 = \text{lfp} \)), we have [4]:

\[
L^b = F^b(\top^b) \cap B^b(\top^b) = \text{lfp} f^b \cap \text{lfp} b^b \tag{1}
\]

By computing \( \gamma(L^b) \), we obtain a good upper approximation of \( F^b(\Sigma) \cap B^b(\Sigma) \) (at least equal to \( \gamma(F^g(\top^b) \cap B^g(\top^b)) \)).

\( B^b(\top^b) \) is the set of states satisfying the \( \mu \)-calculus formula \( \mu X.(F \wedge QX) \), where \( F \) is satisfied by \( F \). Therefore the method is used to analyze reachability (rather unreachability, since we compute a superset of reachable states, or a subset of unreachable states) properties. Equation (1) holds with the \( \mu \)-calculus formula \( \nu X.(F \wedge QX) \) too, and this result allows the analysis of termination properties.

For other formulas (like \( \mu X.(F \wedge QX) \)), equation (1) does not hold in general; a state may satisfy the backward property and be reachable from an initial state which does not satisfy the backward property (an example is given in Figure 1).

In the next section, we will prove that under certain conditions we can still use the combination for formulas with a single fixpoint.

3 Extension with a single fixpoint

As we want to deal with \( \mu \)-calculus formulas in this section, we assume that \( f^b = \lambda X.(I \cup \text{post}(X)) \) and that \( \text{lgfp}_1 = \text{lfp} \). Computing (or approximating) \( \alpha(L^b) \) is useless if we do not know \( L^b \). Equation (1) must hold in order to approximate

\(^3\) So \( \top^b = \Sigma, \bot^b = \emptyset, \cap^b = \cap, \cup^b = \cup \).

\(^4\) We may over-approximate the greatest fixpoint with a narrowing [7].
the sets of descendant states of \( \mathcal{I} \) which satisfy \( B^b(\top^b) \). Anyway, if we want to check a temporal formula, we just need to know the set of initial states which satisfy \( B^b(\top^b) \), that is \( \mathcal{I} \cap B^b(\top^b) \). Thus the combination is useful if the equality:

\[
\mathcal{I} \cap B^b(\top^b) = \mathcal{I} \cap L^b
\]

is satisfied\(^5\).

**Lemma 2.** Assuming that \( f^b = \lambda X.(\mathcal{I} \cup \text{post}(X)) \), if \( L^b = F^b(B^b(\Sigma)) \), then \( \mathcal{I} \cap B^b(\Sigma) = \mathcal{I} \cap L^b \).

**Proof.** As \( L^b = F^b(B^b(\Sigma)) = \text{lfp} \lambda X.(B^b(\Sigma) \cap (f^b(X))) \), it is clear that \( L^b \subseteq B^b(\Sigma) \). Moreover, the first iteration of the least fixpoint is \( B^b(\Sigma) \cap f^b(\emptyset) \), which is equal to \( B^b(\Sigma) \cap \mathcal{I} \). So we have \( B^b(\Sigma) \cap \mathcal{I} \subseteq L^b \), which proves the equality.

With \( B^b = \lambda Y.\text{lfp}_2 \lambda X.(Y \cap b^*(X)) \), we have the following lemma:

**Lemma 3.** If \( \forall (X, Y) \in \varphi(\Sigma)^2, Y \subseteq b^*(X) \Leftrightarrow Y \subseteq b^*(X \cap \text{post}(Y)) \), then the hypothesis of Lemma 2 holds. Thus, equation (2) holds.

**Proof.** We note that the hypothesis implies:

\[
\forall (X, Y) \in \varphi(\Sigma)^2, Y \subseteq b^*(X) \Leftrightarrow Y \subseteq b^*(X \cap f^b(Y))
\]

\(^5\) And this equality is satisfied when equation (1) holds.
We want to prove that \( L^b = F^b (B^b (\Sigma)) \). Left inclusion is the consequence of the optimality of \( L^b \):
\[
L^b = \text{gfp } \lambda Z. (Z \cap F^b (Z) \cap B^b (Z)) \\
\subseteq F^b (F^b (\Sigma) \cap B^b (\Sigma)) \cap B^b (F^b (\Sigma) \cap F^b (\Sigma)) \\
\subseteq F^b (B^b (\Sigma))
\]
Thus, to prove the equality, we need to check that \( F^b (B^b (\Sigma)) \) is a fixpoint of \( \lambda Z. (Z \cap F^b (Z) \cap B^b (Z)) \), that is, to prove that \( F^b (B^b (\Sigma)) \subseteq F^b (F^b (B^b (\Sigma))) \) and \( F^b (B^b (\Sigma)) \subseteq B^b (F^b (B^b (\Sigma))) \). The former inequality is true because \( F^b \circ F^b = F^b \). To prove the latter, we define \( \Omega = F^b (B^b (\Sigma)) \) and \( \Omega' = B^b (F^b (B^b (\Sigma))) \). We distinguish two cases:

- if \( \text{lfp}_b = \text{lfp} \), let \( X_n, n \geq 0 \) be the (transfinite) iteration sequence starting from \( \emptyset \) for \( b^\prime \). We will prove that \( \Omega \cap X_n \subseteq \Omega' \), for all \( n \geq 0 \). This is true if \( n = 0 \), because \( X_0 = \emptyset \).

  If \( n \) is a successor ordinal, and if the inequality holds for \( n - 1 \), we have \( \Omega \cap X_n \subseteq b^\prime (X_{n-1}) \). Using the hypothesis of the lemma, we obtain \( \Omega \cap X_n \subseteq b^\prime (X_{n-1} \cap f^b (\Omega \cap X_n)) \). By monotony, \( f^b (\Omega \cap X_n) \subseteq f^b (\Omega) \). So, since \( X_{n-1} \subseteq B^b (\Sigma) \):

\[
X_{n-1} \cap f^b (\Omega \cap X_n) \subseteq X_{n-1} \cap B^b (\Sigma) \cap f^b (\Omega) \\
\subseteq X_{n-1} \cap \Omega \\
\subseteq \Omega'
\]

Hence \( \Omega \cap X_n \) is included in \( \Omega \cap b^\prime (\Omega') \), which is equal to \( \Omega' \) by definition of \( \Omega' \).

When \( n \) is a limit ordinal \( (b^\prime \) may not be continuous), if \( \Omega \cap X_n \subseteq \Omega' \) for all \( n' < n \), then \( \Omega \cap X_n = \bigcap_{n' < n} X_n \subseteq \Omega' \).

By transfinite induction, \( \Omega \cap X_n \subseteq \Omega' \) for all \( n \). As the upper bound of \( (X_n) \) is \( B^b (\Sigma) \), which includes \( \Omega \), we have \( \Omega \subseteq \Omega' \).

- if \( \text{lfp}_b = \text{gfp} \), let \( X_n, n \geq 0 \) be the (transfinite) iteration sequence starting from \( \Sigma \) for \( \lambda X. (\Omega \cap b^\prime) \). The limit of \( X_n \) is \( \Omega' \). \( X_1 = \Omega \cap b^\prime (\Sigma) = \Omega \), since \( \Omega \subseteq B^b (\Sigma) \subseteq b^\prime (\Sigma) \). Moreover, since \( B^b (\Sigma) = b^\prime (B^b (\Sigma)) \), \( \Omega \subseteq b^\prime (B^b (\Sigma)) \), so \( \Omega \subseteq b^\prime (B^b (\Sigma) \cap f^b (\Omega)) \). As \( B^b (\Sigma) \cap f^b (\Omega) = \Omega \), we have \( \Omega \subseteq b^\prime (\Omega) \), and \( X_2 = \Omega \). Thus \( X_n = \Omega \) for all \( n \geq 1 \), and \( \Omega' = \Omega \).

**Application** With \( b^\prime = \lambda X. (A \cup (B \cap \text{pre}(X)) \cup (C \cap \overline{\text{pre}}(X))) \).

If \( Y \subseteq b^\prime (X) \), then \( \forall y \in Y: \)

- if \( y \in A \), then \( y \in b^\prime (X \cap \text{post}(Y)) \).

- if \( y \in B \cap \text{pre}(X) \), then \( \exists x \in X \) such that \( (y, x) \in \tau \). Therefore, since \( y \in Y \), \( x \in \text{post}(Y) \), and \( y \in B \cup \text{pre}(X \cup \text{post}(Y)) \).

Thus \( y \in b^\prime (X \cap \text{post}(Y)) \).

- if \( y \in C \cap \text{pre}(X) \), then \( \forall x \in \Sigma, (y, x) \in \tau \Rightarrow x \in X \). As \( y \in Y \), \( (y, x) \in \tau \Rightarrow x \in \text{post}(Y) \), so \( \forall x \in \Sigma, (y, x) \in \tau \Rightarrow x \in X \cap \text{post}(Y) \).

Thus \( y \in C \cap \text{pre}(X \cup \text{post}(Y)) \), so \( y \in b^\prime (X \cap \text{post}(Y)) \).
Therefore, $Y \subseteq b^* (X) \Rightarrow Y \subseteq b^* (X \cap \text{post}(Y))$. The other side of the equivalence is automatic. Thus the hypothesis of Lemma 3 is satisfied, and equation (2) holds.

So we can use the backward-forward combination to enhance the verification of properties in the form of: $\sigma X.(A \lor (B \land \Box X) \land (C \land \Box X))$ with $\sigma \in \{\mu, \nu\}$. These properties are interesting: they allow to distinguish between different kinds of non-determinism (“controllable” and “uncontrollable” non-determinism). We are not far from game properties, as we will see in section 5.

Unfortunately, the extension of this technique to the whole $\mu$-calculus does not work: for example, a formula like $\mu X.(F \lor \Box \Box X)$ leaves “holes” in traces, preventing combination with forward analysis. However, it is possible, from this result, to extend it to a temporal logic expressive at least as CTL.

4 Extension to a larger specification language

In this section, we try to apply the backward-forward combination to the verification of some $\mu$-calculus formulas. If $\varphi$ is a formula, we denote by $[\varphi]$ the set of states (in $\Sigma$) satisfying $\varphi$.

The formulas $\varphi$ are defined by the grammar:

$$\varphi ::= p \mid \neg p \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \lor \varphi_2 \mid \Box \varphi \mid \Diamond \varphi \mid \sigma X.(\varphi_1 \lor (\varphi_2 \land \Box X) \land (\varphi_3 \land \Box X))$$

with $\sigma \in \{\mu, \nu\}$. It is worth noting that all these formulas are closed, and the defined temporal logic includes CTL. Obviously, the logic does not change if we replace $\sigma X.(\varphi_1 \lor (\varphi_2 \land \Box X) \land (\varphi_3 \land \Box X))$ with $\sigma X.(\varphi_1 \land (\varphi_2 \lor \Box X) \land (\varphi_3 \lor \Box X))$ in the above grammar.

Our goal is to obtain a “good” upper approximation $\Omega_{\varphi}(\alpha(I))$ of $\alpha(I \cap [\varphi])$, using backward-forward technique to enhance fixpoint computations. We assume that for all proposition $p$, we have an upper approximation $[p]^6$ of $\alpha([p])$ (and an upper approximation $[-p]^6$ of $\alpha([-p])$).

We need abstractions of $\text{pre}$, $\text{post}$ and $\text{pref}$, and we will respectively denote them by $\text{pre}^6 \text{post}^6$ and $\text{pref}^6$. Moreover we will denote by $\text{post}^*$ and $\text{post}^\sharp$ the functions $\lambda X.\text{Ifp}\lambda Y.\big(X \cup \text{post}(Y)\big)$ and $\lambda X.\text{Ifp}\lambda Y.\big(X \uplus \text{post}(Y)\big)$ respectively. The following inequalities are assumed to be satisfied for all $X \subseteq \Sigma$:

$$\alpha \circ \text{pre}(X) \subseteq^6 \text{pre}^6 \circ \alpha(X)$$
$$\alpha \circ \text{pref}(X) \subseteq^6 \text{pref}^6 \circ \alpha(X)$$
$$\alpha \circ \text{post}(X) \subseteq^6 \text{post}^\sharp \circ \alpha(X)$$
$$\alpha \circ \text{post}^*(X) \subseteq^6 \text{post}^\sharp \circ \alpha(X)$$

\text{which may be } \alpha([p]) \text{, if it is computable.}
To simplify notations we denote by $L^k_{\text{lfp}}(f,g)$, with $k \in \{ \bot, \top \}$, the expression:

$$\text{gfp } \lambda Z. (\text{lfp } \lambda X (Z \cap^k f (X))) \cap^k \text{lgfp } \lambda X. (Z \cap^k g(X))$$

$L^k_{\text{lfp}}(f,g)$ is the limit of the decreasing chain $Z_n$ defined by $Z_0 = \top^k$, $Z_{n+1} = Z_n \cap^k \text{lfp } \lambda X. (X \cap^k f(X))$ and $Z_{n+2} = Z_{2n+1} \cap^k \text{lgfp } \lambda X. (X \cap^k g(X))$.

If $\varphi$ is a formula, we can now define: $\Omega_{\varphi} \in P^k \rightarrow P^k$ as follows:

$$\Omega_{\varphi}(S) = [p]^k \cap^k S$$

$$\Omega_{\varphi_1 \land \varphi_2}(S) = \Omega_{\varphi_1}(S) \cap^k \Omega_{\varphi_2}(S)$$

$$\Omega_{\varphi_1 \lor \varphi_2}(S) = \Omega_{\varphi_1}(S) \cup^k \Omega_{\varphi_2}(S)$$

$$\Omega_{\lnot \varphi}(S) = \overline{\text{pre}^k(\Omega_{\varphi}(\text{post}^k(S)))}$$

$$\Omega_{\varphi}(S) = \overline{\text{pre}^k(\Omega_{\varphi}(\text{post}^k(S)))}$$

$$\Omega_{\lambda X.(\varphi_1 \land \varphi_2 \land X) \lor (\varphi_3 \land \square X)}(S) = L^k_{\text{lfp}}( \lambda X. (S \cup^k \text{post}^k(X)), \lambda Y. (\Omega_{\varphi_1} \cup^k \Omega_{\varphi_2} (\text{post}^k(Y))) \cup^k \Omega_{\varphi_3} (\text{post}^k(S)) \cap^k \overline{\text{pre}^k(Y)}))$$

It is worth noting that even if we replace $\text{post}^k(\text{pre}^k(S))$ by $\top^k$ in the last line, we still have to compute it as the first iteration that leads to $L^k_{\text{lfp}}$. However, this replacement may not change the final result of $\Omega_{\varphi}$ and make the computation much faster (because the computation of $\Omega_{\varphi}(\top^k)$ can be simplified). The following theorem is valid with or without the replacement:

**Theorem 1.** For any formula $\varphi$, and $I \subseteq \Sigma$:

$$\alpha(I \cap [\varphi]) \subseteq^k \alpha(I) \cap^k \Omega_{\varphi}(\alpha(I))$$

**Proof.** The proof is by induction on the structure of $\varphi$. By monotony of $\alpha$, it is obvious that $\alpha(I \cap [\varphi]) \subseteq^k \alpha(I)$, so we need to prove that $\alpha(I \cap [\varphi]) \subseteq^k \Omega_{\varphi}(\alpha(I))$.

If $\varphi = p$, by monotony of $\alpha$:

$$\alpha(I \cap [p]) \subseteq^k \alpha(I) \cap^k \alpha([p]) \subseteq^k \alpha(I) \cap^k [p]^k \subseteq^k \Omega_{p}(\alpha(I))$$

If $\varphi = \varphi_1 \land \varphi_2$:

$$\alpha(I \cap [\varphi]) = \alpha(I \cap [\varphi_1] \cap I \cap [\varphi_2])$$

$$\subseteq^k \alpha(I \cap [\varphi_1]) \cap^k \alpha(I \cap [\varphi_2])$$

$$\subseteq^k \Omega_{\varphi_1}(\alpha(I)) \cap^k \Omega_{\varphi_2}(\alpha(I))$$

$$\subseteq^k \Omega_{\varphi}(\alpha(I))$$

If $\varphi = \varphi_1 \lor \varphi_2$, the calculus is quite the same, except that we use the fact that $\alpha$ is additive [7].
If \( \varphi = \Box \varphi_1 \), we have \( \mathcal{I} \subseteq \overline{\text{pre}(\text{post}(\mathcal{I}))} \), so:

\[
\alpha(\mathcal{I} \cap [\varphi]) \sqsubseteq^{\mathcal{I}} \overline{\text{pre}(\text{post}(\mathcal{I}) \cap [\varphi_1])}
\]
\[
\sqsubseteq^{\mathcal{I}} \overline{\text{pre}}^{\mathcal{I}}(\alpha(\text{post}(\mathcal{I}) \cap [\varphi_1]))
\]
\[
\sqsubseteq^{\mathcal{I}} \overline{\text{pre}}^{\mathcal{I}}(\alpha \circ \text{post}(\mathcal{I}))
\]
\[
\sqsubseteq^{\mathcal{I}} \overline{\text{pre}}^{\mathcal{I}}(\alpha_{\varphi_1}(\text{post} \circ \alpha(\mathcal{I})))
\]
\[
\sqsubseteq^{\mathcal{I}} \Omega_{\varphi}(\alpha(\mathcal{I}))
\]

If \( \varphi = \Diamond \varphi_1 \), using the inequality \( \mathcal{I} \cap \text{pre}([\varphi_1]) \subseteq \text{pre}(\text{post}(\mathcal{I}) \cap [\varphi_1]) \), we can do the same calculus.

If \( \varphi = \sigma X.((\varphi_1 \lor \varphi_2) \land X) \lor (\varphi_3 \land \Box X) \), let’s define \( h^b = \lambda X.((\varphi_1 \lor [\varphi_2] \cap \text{pre}(X) \cup [\varphi_3]) \cap \text{pre}(X)) \). Then \([\varphi] = \text{lgfp} \lambda X. h^b(X) \).

We will use Lemma 1 with

\[
f^b = \lambda X. (\mathcal{I} \cup \text{post}(X))
\]
\[
f^b = \lambda X. (\alpha(\mathcal{I}) \sqcup^{\mathcal{I}} \text{post}^{\mathcal{I}}(X))
\]
\[
b^b = \lambda X. ((\sigma X.((\varphi_1 \lor [\varphi_2] \cap \text{pre}(X) \cup [\varphi_3]) \cap \text{pre}(X)))
\]
\[
b^b = \lambda X. (\alpha(\sigma X.((\varphi_1 \lor [\varphi_2] \cap \text{pre}(X) \cup [\varphi_3]) \cap \text{pre}(X))))
\]
\[
\sqsubseteq^{\mathcal{I}} \alpha \circ \gamma \sqsubseteq^{\mathcal{I}} \alpha \circ \gamma \sqsubseteq^{\mathcal{I}} f^b (\text{given the standard properties that} \alpha \text{ is additive and} \alpha \circ \gamma \text{ is a lower closure operator [7]). Thus we have} \}
\]
\[
\alpha(\text{lgfp}(\lambda X.((\text{lgfp} \lambda Y. f^b(Y)) \cap h^b(X))) \sqsubseteq^{\mathcal{I}} L^{\mathcal{I}} \overline{\text{lgfp}(f^b, b^b)}
\]

First, we prove that \( \mathcal{I} \cap L^{\mathcal{I}} \overline{\text{lgfp}(f^b, b^b)} = \mathcal{I} \cap [\varphi] \). We have:

\[
L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, h^b) \subseteq \text{lgfp} \lambda X. ((\text{lgfp} \lambda Y. f^b(Y)) \cap h^b(X)) \subseteq [\varphi]
\]

Applying Lemma 3 with \( h^b \), we obtain \( \mathcal{I} \cap [\varphi] = \mathcal{I} \cap L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, h^b) \), so \( \mathcal{I} \cap [\varphi] = \mathcal{I} \cap \text{lgfp} \lambda X. ((\text{lgfp} \lambda Y. f^b(Y)) \cap h^b(X)) \). Then, applying Lemma 3 with \( b^b \), we obtain: \( \mathcal{I} \cap \text{lgfp} \lambda X. h^b(X) = \mathcal{I} \cap L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, b^b) \), proving the equality. So we proved:

\[
\alpha(\mathcal{I} \cap [\varphi]) = \alpha(\mathcal{I} \cap L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, b^b))
\]
\[
\sqsubseteq^{\mathcal{I}} \alpha(\mathcal{I}) \sqsubseteq^{\mathcal{I}} \alpha(L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, b^b))
\]
\[
\sqsubseteq^{\mathcal{I}} \alpha(\mathcal{I}) \sqsubseteq^{\mathcal{I}} L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, b^b)
\]

Now we need to check that:

\[
L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, b^b) \sqsubseteq^{\mathcal{I}} \Omega_{\varphi}(\alpha(\mathcal{I}))
\]

By induction hypothesis, we see that \( \Omega_{\varphi}(\alpha(\mathcal{I})) = L^{\mathcal{I}} \overline{\text{lgfp}}(f^b, b^b) \) with \( b^b \) satisfying \( b^b \sqsubseteq^{\mathcal{I}} b^b \), which complete the proof.
5 Extension to alternating-time temporal logic

Many properties on reactive systems are not easily expressible as $\mu$-calculus formulas. This is true for game properties, which can be expressed as alternating time $\mu$-calculus ($A\mu$) formulas [1], or as formulas of weaker game logics ATL and ATL*. In [13], basic abstract interpretation theory was applied on alternating transition systems, with a model-checking approach of abstraction. As we did with a subset of $\mu$-calculus, we will try to apply forward-backward techniques to $A\mu$.

5.1 Alternating transition system, operators

An alternating transition system [1] is a tuple $(\Sigma, Q, \Delta, \Pi, \pi)$, with $\Sigma$ a set of players, $Q$ a set of states, $\Delta = \{ \delta_i : Q \rightarrow 2^Q \mid i \in \Sigma \}$ a set of transition functions, $\Pi$ a set of propositions, and $\pi : \Pi \rightarrow 2^Q$ a function which associates each proposition to a set of states.

When the system is in state $q$, each player $a$ must choose a set $Q_a \in \delta_a(q)$, and the successor of the state $q$ must lie in $\bigcap_{a \in \Sigma} Q_a$ (it is assumed that the intersection is always a singleton, so the transition function is nonblocking and "deterministic"). Thus, if we want an equivalent of the post operator used in the non-game case, it would be:

$$Post(\sigma) = \bigcup_{q \in \sigma} \bigcap_{a \in \Sigma} \delta_a(q)$$

As before, we can define $Post^*(\sigma) = \exists p. \lambda X. (\sigma \cup Post(X))$.

The equivalent of the pre and pre operators are the controllable and uncontrollable predecessor relations, defined in [13]. In general case, with $I \subset \Sigma \setminus \{\emptyset\}$, they are defined as:

$$q \in CPre_I(\sigma) \iff \exists (\tau_i \in \delta_i(q))_{i \in I}. \forall (\tau_i \in \delta_i(q))_{i \notin I}. \bigcap_{i \in \Sigma} \tau_i \subseteq \sigma$$

$$q \in UPre_I(\sigma) \iff \forall (\tau_i \in \delta_i(q))_{i \in I}. \exists (\tau_i \in \delta_i(q))_{i \notin I}. \bigcap_{i \in \Sigma} \tau_i \subseteq \sigma$$

$q \in CPre_I(\sigma)$ means that, when the system is in state $q$, the team $I$ can force the successor state of $q$ to be in $\sigma$. If $q \in UPre_I(\sigma)$, it means in state $q$, the team $I$ cannot force the game outside $\sigma$. Of course, if there is only one player, these two operators are equivalent to pre and $\overline{pre}$.

5.2 Alternating-time $\mu$-calculus

$A\mu$ formulas are generated by the grammar:

$$\varphi ::= p \mid \neg p \mid x \mid \varphi_1 \land \varphi_2 \mid \varphi_1 \lor \varphi_2 \mid \langle I \rangle \bigcirc \varphi_1 \mid [I] \bigcirc \varphi_1 \mid (\mu x. \varphi_1) \mid (\nu x. \varphi_2)$$
Propositions \( p \) are in a set \( \Pi' \), variables \( x \) are in a set \( X \), and teams \( I \) are in \( \wp(\Sigma') \).

Given an alternating transition system \( \langle \Sigma, Q, \Delta, \Pi, \pi \rangle \) such that \( \Pi' \subseteq \Pi \) and \( \Sigma = \Sigma' \), with \( \mathcal{E} : X \to 2^Q \) a mapping from the variables to the set of states, each formula \( \varphi \) defines a set of states \( [\varphi]_\mathcal{E} \), computable as follows:

\[
\begin{align*}
[\pi]_\mathcal{E} &= \pi(p) \\
[\neg \varphi]_\mathcal{E} &= Q \setminus \pi(p) \\
[x]_\mathcal{E} &= \mathcal{E}(x) \\
[\varphi_1 \land \varphi_2]_\mathcal{E} &= [\varphi_1]_\mathcal{E} \cap [\varphi_2]_\mathcal{E} \\
[\varphi_1 \lor \varphi_2]_\mathcal{E} &= [\varphi_1]_\mathcal{E} \cup [\varphi_2]_\mathcal{E} \\
[\bigcirc (I) \triangleright \varphi_1]_\mathcal{E} &= \text{CPref}_I([\varphi_1]_\mathcal{E}) \\
[\bigcirc I \triangleleft \varphi_1]_\mathcal{E} &= \text{UPref}_I([\varphi_1]_\mathcal{E}) \\
[\forall \mathbf{x} \cdot \varphi_1]_\mathcal{E} &= \text{gfp} \lambda \rho.([\varphi_1]_{[x \mapsto p]}^\rho) \\
[\exists \mathbf{x} \cdot \varphi_1]_\mathcal{E} &= \text{lfp} \lambda \rho.([\varphi_1]_{[x \mapsto p]}^\rho)
\end{align*}
\]

If \( \varphi \) is closed, \( [\varphi]_\mathcal{E} \) does not depend on \( \mathcal{E} \), and we will write \( [\varphi] \) for \( [\varphi]_\mathcal{E} \).

Given an set of initial states \( I \) and a closed formula \( \varphi \), we will try to approximate \( I \cap [\varphi] \), or if \( \lambda X.(([\varphi] \cap (I \cup \text{Post}(X))) \cup \text{Post}(X)) \), rather than \( \text{Post}^\ast(I) \cap [\varphi] \).

### 5.3 Abstraction of Alternating Transitions Systems

The application of abstract interpretation to alternating transitions systems is already developed in [13], in a model-checking point of view. The definitions are adapted to our notations as follows: the concrete lattice \( P^\pi \) is here \( \wp(Q) \), so \( \top^\pi = Q, \bot^\pi = \emptyset, \cup^\pi = \cup, \cap^\pi = \cap, \wp^\pi = \wp \). The abstract lattice, and there is a Galois connection \( \wp(Q) \xrightarrow{\alpha} P^\pi \). We define now the abstract operators \( \pi^\gamma \), \( \text{UPref}_I^\gamma \) and \( \text{CPref}_I^\gamma \).

For each \( \pi \) in \( \Pi' \), let \( \pi^\gamma(p) \) be an element of \( P^\pi \) such that \( \pi^\gamma(p) \subseteq \gamma(\pi^\gamma(p)) \), and \( \pi^\gamma(p) \) an element of \( P^\pi \) such that \( Q \setminus \pi(p) \subseteq \gamma(\pi^\gamma(p)) \).

For each subset \( I \) of \( \Sigma \), we define the abstract controllable predecessor relation \( \text{CPref}_I^\gamma \subseteq P^\pi \to P^\pi \) and the abstract uncontrollable predecessor relation \( \text{UPref}_I^\gamma \subseteq P^\pi \to P^\pi \). These relations must satisfy, \( \forall \sigma \subseteq Q \):

\[
\begin{align*}
\alpha \circ \text{CPref}_I(\sigma) &\subseteq \text{CPref}_I^\gamma \circ \alpha(\sigma) \\
\alpha \circ \text{UPref}_I(\sigma) &\subseteq \text{UPref}_I^\gamma \circ \alpha(\sigma)
\end{align*}
\]

These operators are not those used in [13] for the abstract model checking algorithm. The authors use under approximation of concrete relation to obtain a sound abstract model checker. In this paper, we use upper approximation.

### 5.4 Combining forward and backward abstractions

We need an abstract successor operator for forward analysis. This abstract successor relation \( \text{Post}^\pi \) must satisfy:

\[
\alpha \circ \text{Post}(\sigma) \subseteq \text{Post}^\pi \circ \alpha(\sigma)
\]

\(^7\) If \( \alpha(\pi(p)) \) is computable, we can take \( \pi^\gamma(p) = \alpha(\pi(p)) \)
Again, we define $Post^\sharp = \lambda X, \text{fp} \lambda Y. (X \cup^\sharp Post^\sharp (Y))$. One can easily check that:

$$\alpha \circ Post^\sharp (\sigma) \equiv^\sharp Post^\sharp \circ \alpha (\sigma)$$

We consider the closed $A\mu$ formulas $\varphi$ generated by the grammar:

$$\varphi ::= p \mid \neg p \mid \varphi \lor \varphi \mid \varphi \land \varphi \mid \langle I \rangle \circ \varphi \mid \langle I \rangle \circ \langle I \rangle \circ \varphi \mid \sigma x. (\varphi \lor \bigvee_{p \in \psi (\Sigma) \setminus \{ \emptyset \}} (\varphi \land \langle I \rangle \circ x) \lor \bigvee_{p' \in \psi (\Sigma) \setminus \{ \emptyset \}} (\varphi \land \langle I' \rangle \circ x))$$

with $\sigma \in \{ \mu, \nu \}$. As before, the last term of the grammar can be rewritten exchanging $\lor$ and $\land$ without modifying the expressivity of the logic.

As for the non-game case, we can now define, if $\varphi$ is a formula, $\Omega_\varphi \in P^\sharp \rightarrow P^\sharp$ as follows:

$$\Omega_p (S) = \pi^\sharp (p) \cap^\sharp S$$
$$\Omega_{\neg p} (S) = \pi^\sharp (\neg p) \cap^\sharp S$$
$$\Omega_{\varphi \land \varphi} (S) = \Omega_{\varphi} (S) \cap^\sharp \Omega_{\varphi} (S)$$
$$\Omega_{\varphi \lor \varphi} (S) = \Omega_{\varphi} (S) \cup^\sharp \Omega_{\varphi} (S)$$
$$\Omega_{\langle I \rangle \circ \varphi} (S) = CPre^\sharp_\varphi (\Omega_\varphi (Post^\sharp (S)))$$
$$\Omega_{\langle I \rangle \circ \langle I \rangle \circ \varphi} (S) = UPre^\sharp_\varphi (\Omega_\varphi (Post^\sharp (S)))$$
$$\Omega_{\sigma x. (\varphi \lor \bigvee_{p \in \psi (\Sigma) \setminus \{ \emptyset \}} (\varphi \land \langle I \rangle \circ x) \lor \bigvee_{p' \in \psi (\Sigma) \setminus \{ \emptyset \}} (\varphi \land \langle I' \rangle \circ x))} (S) =$$

$$L^\sharp_{i\text{fp}} (\lambda X. (S \cup^\sharp Post^\sharp (X)),$$
$$\lambda Y. (\Omega_\varphi (Post^\sharp (S))),$$
$$\cup^\sharp \bigcup_{p \in \psi (\Sigma) \setminus \{ \emptyset \}} (\Omega_{\varphi} (Post^\sharp (S)) \cap^\sharp CPre^\sharp (Y))$$
$$\cup^\sharp \bigcup_{p' \in \psi (\Sigma) \setminus \{ \emptyset \}} (\Omega_{\varphi} (Post^\sharp (S)) \cap^\sharp UPre^\sharp (Y))))$$

**Theorem 2.** For all formula $\varphi$ generated by the grammar above, and $\mathcal{I} \subseteq Q$:

$$\alpha (\mathcal{I} \cap [\varphi]) \equiv^\sharp \alpha (\mathcal{I}) \cap^\sharp \Omega_\varphi (\alpha (\mathcal{I}))$$

**Proof.** The proof is essentially the same of the non-game case.

All we need are the equalities $\mathcal{I} \cap UPre_{\varphi} ([\varphi]) \subseteq UPre_{\varphi} (Post (\mathcal{I} \cap [\varphi]))$ with $UPre = UPre$ or $CPre$, and the equivalence:

$$Y \subseteq b^\sharp (X) \iff Y \subseteq b^\sharp (X \cap Post (Y))$$

with $b^\sharp = \lambda X. (A \cup \bigcup_{p \in \psi (F \cap CPre (X))) \cup \bigcup_{p'} (C_R \cap UPre (X)))$. These properties are quite easy to check.

**6 A simple example**

We illustrate the combination with a very short and easy example. We will analyze this small non-deterministic program:
(0) \{ x = 1 \}
(1) 
  \text{while } (n>0) \text{ do } 
(2) 
  \text{if } (\text{random in } [0,1]=0) \text{ then}
(3) 
  \quad x = x \times n;
(4) 
  \text{else}
(5) 
  \quad x = x \times (n-1);
(6) 
  \text{fi}
(7) 
  \quad n = n - (\text{input in } [0,1]);
(8) 
\}
(9)

Here, \(x, n\) are integers, \((\text{random in } [0,1])\) returns a random integer in \([0,1]\), and \((\text{input in } [0,1])\) returns an integer in \([0,1]\) entered by the user (these commands behave in the same way in the transition relation). Control point (0) is the program entry, we differentiate it from control point (1), which is the while loop entry.

With initial condition \(x=1\) at control point (0), we will try to prove that the user cannot be sure to have \(x=0\) at control point (9), that is, the initial condition satisfies \(\forall x.((\neg A) \land (B \lor \Box x) \land (C \lor \Box x))\) with \(A\) meaning that \(x=0\) at control point (9), \(C\) being the set of states at control point (2), and \(B\) being the set of states at other control points.

As we use an upper approximation, we take the negation of the proposition, that is \((\text{knowing that } \neg B = C) : \mu x.((A \lor (B \land \Box x) \lor (C \land \Box x))\). So we must approximate \(\text{lfp } \lambda x. ([A] \cup ([B] \cap \text{pre}(x))) \cup ([C] \cap \text{pre}(x))\).

We will use interval analysis [6], with the improvement of the results of local decreasing iterations [11] for assignments in the backward analysis.

We must abstract \(\text{post}(X), \text{pre}(X)\) and \(\text{pre}(X)\). Abstract operators may be described as systems of semantics equations [4, 5]. The program is almost deterministic, and \(\text{pre}^\sharp\) is very close to \(\text{pre}^\sharp\). The differences appear at control points (2) and (7), but we only need to express it at control point (2), with the equation:

\[ P_2 = P_3 \cap P_5 \]

(\(\cap\) being the intersection of abstract environments).

The following table gives the results with a single forward analysis \(F^\sharp(\Box^\sharp)\), a single backward analysis \(B^\sharp(\Box^\sharp)\), the intersection of both analyses \(F^\sharp(\Box^\sharp) \cap B^\sharp(\Box^\sharp)\), and the first iteration of combination \(B^\sharp(F^\sharp(\Box^\sharp))\):
<table>
<thead>
<tr>
<th>Lab. (var.)</th>
<th>( F^b(\mathbb{T}^b) )</th>
<th>( B^b(\mathbb{T}^b) )</th>
<th>( F^b(\mathbb{T}^b) \cap \mathbb{I} \cap B^b(\mathbb{T}^b) )</th>
<th>( B^b(\mathbb{T}^b) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0) x: ([-\infty, +\infty])</td>
<td>([1])</td>
<td>([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>n: ([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>(1) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>n: ([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>(2) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>n: ([1, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([1, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>(3) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>n: ([1, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([1, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>(4) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>n: ([1, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([1, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>(5) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>n: ([1, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([1, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>(6) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>n: ([1, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([1, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>(7) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>n: ([1, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([1, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>(8) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>(\emptyset)</td>
<td></td>
</tr>
<tr>
<td>n: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([0, +\infty])</td>
<td>([0])</td>
<td></td>
</tr>
<tr>
<td>(9) x: ([0, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td></td>
</tr>
<tr>
<td>n: ([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td>([-\infty, +\infty])</td>
<td></td>
</tr>
</tbody>
</table>

The next iteration of the combination will lead to \(\emptyset\) everywhere, which is of course the abstract fixpoint \(L^b\). So \(L^b = \emptyset\) (which is not equal to \(F^b(\mathbb{T}^b) \cap B^b(\mathbb{T}^b)\)). As for this kind of temporal property, \(L^b \cap I = \mathbb{I} \cap B^b(\mathbb{T}^b)\), we obtained the expected result.

7 Conclusion

We have proved that the combination of forward and backward analyses still holds to check complex temporal properties. Whereas this combination is useless when dealing with finite domains, and not very useful when abstractions are done by hand (as in the model-checking approach), we expect it will significantly enhance results given by an automatic abstract analyzer of temporal properties.

Using the results of this article will require to have over-approximations of the \(\text{pre}\) operator (or predecessor operators of game logic), something which has not been not much studied until now. We also need a method to compute over-approximations of greatest fixpoints since lower narrowing operators give poor results.
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